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Abstract— This paper discusses a joint decentralized clustering assess the achievable ranging accuracy. The performance of the

and ranging algorithm for wireless ad-hoc sensor networks. algorithm is investigated by simulation and numerical results
Each sensor uses a random waiting timer and local criteria 5.0 presented in a number of settings.

to determine whether to form a new cluster or to join a
current cluster and utilizes the messages transmitted during
hierarchical clustering to establish two-way communications so Il. THE JOINT DISTRIBUTED CLUSTERING AND RANGING
that clock calibration for distance estimation can be achieved. The ALGORITHM (JDCRA)

algorithm operates without a centralized controller, it operates .

asynchronously, and does not require that the location of the A. Forming Clusters

sensors be known a priori. An analysis of the distance measure- 1) The Modified CAWTWhen the sensors of a network are

ment, and the energy requirements of the algorithm are used to . o . .
study the behaviors of the proposed algorithm. The performance first deployed, they may be partitioned into clusters using the

of the algorithm is described analytically and via simulation. modified CAWT from [10] with the waiting timer
wrH = g.wr® @)

. INTRODUCTION *) - N _ . .
Sensor location estimation is required in many sens ere WT; " is t.he. waiting time Of. sensor at time step
and0 < # < 1 is inversely proportional to the number of

network applications [1]-[3]. Due to the low power, lower  ° hb A the initial val fth iting ti f
cost, and simple configuration requirements of wireless sen&619 ors(.o) ssume the inftial vaiue ot the wailing ime ot sen-
AL, WT;7, is a sample from the distributio@+a-U (0, 1),

networks, GPS devices, accurate synchronous clocks, and¥ T . .
installation of a base station may be precluded. However, whg ereC_ anda are positive ““”ﬁbers’ ard(0, 1) is a uniform

all sensors can measure the range to their neighbors, accu ig'bu“(_m' If a sensor receives _H_ello message fr(_)m a
relative location estimates are possible [4]-[6]. Moreove?,e!ghbormg sensor bgfore transmitting HSHO,’ Wa_'t r ime
wireless ad-hoc sensor networks are self-configuring distriiits and the processing delay for clock calibration and then

uted systems and, for reliability, should also operate withof@NSMit a repliediello message; otherwise, waitime units
nd transmit aHello message. As the random waiting timer

centralized control. In order to share information between seét¢ / . ;
sors which cannot communicate directly, communication m pIres an(_j none of t_he neighboring sensors are in a cluster,
en sensor declares itself a clusterhead. It then broadcasts a

occur via intermediaries in a multi-hop fashion. Scalabilit ) : R . )
ssage including the natification of its neighbors that they are

and the need to conserve energy lead to the idea of organizi % d 1o ioin th I ith ioand the inf X
the sensors hierarchically, which can be accomplished B? igned to join the new cluster with iCand the information
of the distance estimation.

gathering collections of sensors into clusters [7]-[10]. : ) ) ) .

In previous work, the Clustering Algorithm via Waiting _ 2) Hierarchical Clustering: After applying the Modified
Timer (CAWT) [10] and The Distance Estimation via Asyn_CAWT, there are three d!fferent kl_nds of sensors: (1) the
chronous Clocks (DEVAC) [11] methods were applied Sepg(l_u.sterheads (2) sensors with an assigned cluster IQ (3) sensors
rately to carry out the clustering and ranging tasks, respé%b'Ch become 2-hop sensors. Thesg sensors will join any
tively. This paper introduces a unified approach, thunt nearby cluster after seconds where is a constant chosen
Distributed Clustering and Ranging AlgorithfiJDCRA to be larger than all of t_he waiting times. Thus, the_ topolo_gy
which is applied at the network level to group sensors inf§ the ad-hoc network is now represented by a hierarchical
clusters and to estimate the distances between pairs of senSgl§ction of clusters. In the proposed JDCRA, each sensor
simultaneously. The JDCRA comprises the Modified cawipitiates 2 rounds of local flpodlng to its 1-hop neighboring
algorithm using a local criterion to self-organize the networRENSOrs, one for broadcasting sensor ID and the other for
and the Modified DEVAC method (detailed in Section Hﬁgoadcastlng cluster ID, to select clusterheads and form 2-
using bi-directional communications to bypass the need of sy}P clusters. Hence, the time complexity#2) rounds. The
chronous clocking for accurate distance estimation based GHnPlete procedure of the initialization phase is outlined in
time-of-arrival measurements. An estimation-theoretic analygieP!e !
of the proposed measurement mechanisms is presented to
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TABLE |

] c. Sensor B calibrates its clock to As using the differences
THE JDCRA: AN ALGORITHM FOR CLUSTERING AND RANGING

- % —t& (which is known from A's message) arl — t5
1. Each sensor initializes a random waiting timer with a vaMé‘i( ), (the arrival times).

2. A Hello message consists of: . . .
(1) the sensor ID of the sending sensor, d. Some timet,; later, sensor B transmits the timg, =

(2) the cluster ID of the sending sensor, z - tgel that has elapsed since reception of A's message
(3) information. along with the time stamgj, (the time on B’s clock when

(At the beginning, the cluster ID of each sensor is zero.) . . . . .
3. Each sensor transmits thiello message at random times: it transmits). These t|met§ gre adjusted (if necessary)
1%

if a sensor receives Hello message from a neighboring sensor before using the scale factor = b -
transmitting itsHello e. Sensor A receives the repliédllo message from sensor

e (0) i e .
(a)vlngg‘r'égia;ng%gom the distribution - W™ - U(0, 1), B when its clock reads? (the time indicated on its clock

(b)wait  time units and the processing delay for clock calibration at the start of the reception). The transmission time
between pairs of sensors. can be calculated as
(c)transmit the replieddello message.

else L, — ﬁg — t(lL — iilel
wait r time units and then transmit thEello message. ab = 9 :
4. Establish and update the neighbor identification:

if a sensor receives a message of assigning a cluster ID at timé step

(a) join the corresponding cluster. . A receives
(b) draw a sample’’ from the distribution’7*) . 17(0, 1). ime Qaﬁ?nssz“lt:ndt \ megsage
(c) waitr time units and then send an updatddllo message with P ! (=t 2y + taar)
the new cluster ID. Clock of sensor A L= =L L= =
(d) stop the waiting timer. (Stop!) to b 5
else \ .
count the number of neighboring sensors. Hello; i Hello
end message message,

6. Clusterhead check:
if WT; =0 and the neighboring sensors are not in another cluster

b

I
:
I
5. Decrease the random waiting time according to equation (1). i
1
i
|

I I
b ; b ;
| |
I !
i i

i

H [~ [~ | 3

(a) broadcast itself to be a clusterhead. Clock of sensor B — ty ! - time

(b) assign the neighboring sensors to clusteii.lID(Stop!) Dy | e = ! Doy !
elseif WT; = 0 and some of the neighboring sensors are g PR TR

in other clusters B receives B receives B transmits tgy"

join any nearby cluster after seconds, where is greater mefisage meisage And time Stampﬂu

than any possible waiting time. (Stop!) St tty) Ehitte) G0 )
else

go to Step 3. Fig. 1. The Modified DEVAC Method: Sensor A receives its replytt
end This is equal ta§ + 2t4p +t§,;, from which A can estimate,;, and hence

the distance. In this variation, sensor B can calculate the difference between
its clock ¢4 — ¢4) and As clock using the time stamped information in As
messagest{ — t§).

meters, the distance must be estimated to sub-meter accurac¥) Analvsis of the Distance Estimatiofihis paper assumes
This can be accomplished using accurate clocks, but these %aa/ y pap

be more expensive than desired in the network applicatian t only the I_|ne-0f-5|ght (LOS) path ?X'Sts.' If multipath
Cglterference exists, then more complex signaling schemes can

The Distance Estimation via Asynchronous Clocks (DEVA e used [20]. The accuracy of the distance measurement is

method [L1] helps_ to alleviate the need for highly aCCuraaenalyzed as a function of the accuracy of the clock by de-
synchronous clocking.

o ... riving an approximate distribution for the estimation based on
1) The M Od'f'ed. DEVAC .Methodtnstead of transmntmg igure 1. Quantitative expressions are provided to demonstrate
a pulse signal twice 1o adjust_the CIOCk_ skew in the D the operation of the Modified DEVAC method. The random
VAC m?‘“"d' sensor A _trans_m|ts a ranging sequence UsiHgi-pe o represents the sensor estimate of the trudhus
Ultra-Wideband (UWB) signaling to achieve clock calibratio , is an estimate of the true time, and T4 is the estimate
Suppose that sensors A and B are equipped with Clozg%the timet¢ as measured by the cIockl of sensor A. The
(oscillators) that are assumed to be asynchronous in b%tgﬁmated tra;nsmission time is '
frequency and phase. Denotg and tg’- as the time stamps To e _ e
in sensors A and B, respectively; le¢f,, and ¢}, be the T,y = -2 ——del  —1 2)
delay time in sensors A and B, respectively; is the signal 2
propagation time. The estimation of the Modified DEVACSINce sensor B calibrates its clock to A's using time differ-

method proceeds as shown in Figure 1: ences,

a. Sensor A transmits Bello message, which is a ranging
sequence comprising K symbols and containing thghereT? , = T¢ — T and
timest§ andt{ (the times indicated on its clock at the Ta _ Ta
start and the end of the transmission, respectively). Z = H 4)

b. Sensor B receives the first symbol at tide(which is T3 - T3
t.p Seconds after it is transmitted) and receives the lasta scale factor that represents how much faster or slower
symbol at timet}. clock A moves than clock B.

T;el =7z Tc?elv (3)



For the purpose of analysis, assume that all measuremantsasurement errotr, given by the root-sum-square of the
T andTb are independent normal random variables with therror components.

same varlanceef2 caused by the measurement error in the ) ) 1/2
clock: OR = (US + Uclock) ’ (11)
Tj ~ N(t},0%) fori=0,1,5. (5)  whereog is the SNR-dependent random range measurement
TP ~ N(t2,0%) for j =2,3,4. 6 €M ¢
! ! 05 2 ——F—os, (12)
26.V2SNR

This normality assumption is justified in [12] when the clock

skew is small. where G, is the effective bandwidth of the signal [17], and
Hence the random variablg is the ratio of two normal ccock IS the clock-dependent random range measurement

random variables. As shown in [13] and [14], under reasonal§igor, cor,, .

conditions on the distributions7 is well approximated by

5 IIl. ANALYSIS OF ENERGY CONSUMPTION
ZNN(,MZaO-Z) (7)

This section considers the energy consumption of the JD-
CRA method assuming homogenous sensors. The total power
requirements include the power required to transmit messages
t¢ —t3 and ug = t§ — 5. For this Gaussian approximation tof,, the power required to receive messafjes and the power
hold, 1o must be biased away from zero and the ratigo®  required to process messagés.,.
must be large. These are reasonable assumptions in the sensgr the initialization phase, each sensor broadcaskseHo
communication application. message to its neighboring sensors. Therefore, the number of

From (3) and (7)., can be viewed as the product of twatransmissionsNr, is equal to the number of sensors in the
normal random variables. Since the measurement errors aggwork,n, and the number of receptio€y, is the sum of
small, [15] shows that the distribution @f},, can be sensibly the neighboring sensors of each sensor. That is,
approximated by

. 2
with pz = £ and o = % <1+ (ﬁ—;) ) where 1, =

2 Nr, =nandNg, = N;, 13
Tl;el ~N (IU’Zf’Zel’ 2/’L2Z0-2 + tgel U%) (8) T fe Z / ( )
whenpyz /oy and upy. /O'Tb are large, which is a reasonablevhere V; is the number of the ne|ghbor|ng sensors of sensor

assumption in this Case. j.
Using the above analysis and referring to (2), the distribu- As a sensor, say sensor meets the conditions of being

tion of T, is a clusterhead, it broadcasts and assigns clustei tD its
T, ~N (uTab,g%ab), (9) n_eighboring sensors. Its neighboring sensors th_en trans_mit a
) ) ) signal to their neighbors to update cluster ID information.
where ur,, = 5(i5 — pztgy — 1) and o7, = During this clustering phase(l + N;) transmissions and

1 {(2+ 2u%)02 +1%,,°0%| . Note that the mean of random (N + >_jec, INj) receptions are executed, whet® is the
variableT,; is the true value of the transmission time betwedRdex set of neighboring sensors of sengofhis procedure
sensors A and B and the variance Bf, depends on the iS applied to all clusterheads and their cluster members. Now
variance of the timing measurement, the characteristic of let N and Nj denote the number of transmissions and

the clock-adjustment factor (4), and the time defy. receptions for a clusters, respectively. Hence,
' Finally, the distribution of the distance measuremBgt is Ng = Z(l + Ny, (14)
given by T
Doy ~ N (CMTab’ CQU%ab) (10)
. - . . Ng = N; + N;), 15
since the transmission distance is the product of the trans- Re %ZI(JEZO i) (15)

mission speed and the transmission time. Observe that the
mean of random variabl®,; is the true value of the distance, where I is a index set of clusterheads. Therefore, the total
showing that the estimator is unbiased. Numerical results Arégmber of transmissiond/r, the total number of receptions
presented in Section IV. Ng, and the total number of information processing for clock
Results from [16]-[17] relate the accuracy of synchrono@libration V., are

distance estimates to the signal-to-noise ratio (SNR) and the .
effective bandwidth of the signal. The expression in (10) is N = Nr, + Ny, =n + Z(l + Ny, (16)
the added inaccuracy due to the asynchronous clocking mech- i€l
anism. For the ranging method, the fundamental limitation on
the accuracy of the estimates is related to the form of the signal N, =N

. i ; ) = + Ng = N; + N; +N;). (17
and the clock, including the signal bandwidth, the SNR, and fte e Z Z Z (A7)
the timing calibration. Assume that the random range error and
range bias error from propagation conditions are negligible. Npro = Z Z N; + Ny). (18)
The range-measurement accuracy may be characterized by the el ieC;

i€l jeC;



From (16), (17), and (18), the total energy consumption,

E;,iq1, for cluster formation and distance estimation in the /\

wireless sensor network is

Eiotat = N1+ Er + Ng - ER 4+ Nppo - Eppo, (19) :

whereE,,, is consumed by the clock calibration or propaga- - /\ ”
tion time calculation. 5 > 2
Observe that the above analysis is suitable for any transmit-

ting range. However, overly small transmission ranges may. 2. The distribution of distance measurement using the JDCRA Method
result in isolated clusters whereas overly large transmissigi_a timing resolution of 1(ns (left top) and 1ns (left bottom):ta, =

. ) ; 077,18 = 0.3+ 2.92 ps,t§ = 0.3+ 1.92 ps,t§ = 0.3,t = 0.25 +
ranges may result in a Smgle cluster. Therefore, in order i%s us, andt§ = 0.25 (left); the distribution of the ranging accuracy using
optimize energy consumption and encourage linking betweeflerent UWB signal formats with synchronous clocking (right).
clusters, it is sensible to consider the minimum transmission
power (or rangeR) which will result in a fully connected net-
work [18]. The performance of the total energy consumpti
of the JDCRA with different selections a? is examined via
simulation.

RWith UWB communications. It suggests that based on the same
observation time the DS-UWB signaling has better ranging
accuracy than the MB-OFDM signaling.

V. SIMULATIONS AND NUMERICAL RESULTS
. . . . 1.4
A. Ranging using UWB Communications
12l DS-UWB High Band\

This subsection demonstrates the performance of the various (K=100)
distance measurement methods. Assume that the propagation 1
time ist,, = 10~ 7s (i.e. the true distance i%,, = 30 m) for
all distance measurement settings. Note that these settings may
represent a reasonable transmission range for many wireless os| —
sensor applications as in the emerging ZigBee standard. oal e

The first set of numerical results evaluates the critical timing ' \
parameterst{ and ¢? in the modified DEVAC method to o2
determine the required level of timing resolution (i.e. the ‘
standard deviation of the time measurement Figure 2 * Thring resabaon: 1.8 ®
(left) shows the typical performances of time and distance
measurement using (10) with the parameters detailed in the 3. The performance of the ranging accuracy using different UWB signal
caption and the clocks providing a resolution of 1 ns and f@mats with the same observation tiriig,s = 1.83 s and the parameters
ns, respectively. detailed in the caption of Figure 2.

The second set of numerical results shows the distribution
of the best possible ranging accuracy using different UWB
signal formats with synchronous clocking. Based on the chd@: Cluster Formation
acteristics of UWB signaling [19] and assuming that channel g fourth set of experiments examines the variation of the
transfer function is independent of frequency and dependefilrage number of clusterheads with respect to the Rifio
upon distance betvx{een transmitter .and receiver as the inVef&e, random waiting time paramete€ = 100, o« = 10, and
of the square of distancd,;,, equation (12) can be furtherﬂ — 0.9, Figure 4 depicts a typical run of the algorithm in a

expressed by random network of 100 sensors wifty! = 0.175. The result
c-d 3N shows that each cluster is a collection of sensors which are up
ab 0

2 \/Tb GolT% = T3) (20) to 2 hops away from a clusterhead.

ovs "L Figure 5 shows the relationship between the average number
where Ty, is the observation timelg,s = t — t3), No = of clusterheads and thR/l ratio with varying the number of
0.5 x 1074 W/Hz, Gy = 7.413 x 10~ W/Hz regulated by sensors. The average number of clusterheads in each case is the
FCC [19], andfy and f;, are the highest and lowest frequencgample mean of the results of 200 typical runs. Observe that
of UWB frequency bands, respectively. Note that the rangirige average number of clusterheads decreases as th&fatio
accuracy in different UWB signal formats are related to thacreases (i.e. the transmission power increases). Since larger
difference in bandwidth and the center frequency. Figuret@ansmission power allows larger radio coverage, a clusterhead
(right) depicts that the DS-UWB high band signal format hdsas more cluster members, which reduces the number of
the best ranging performance with time synchronization. clusters in the network.

The third set of numerical results demonstrates the rangingThe last set of experiments considers the total energy
accuracy related to SNR, signal bandwidth, and clock catiensumption of the JDCRA. Assume that the communication
bration using UWB communications. Figure 3 illustrates thehannel is error-free. Since each sensor does not need to
best possible ranging performance using the JDCRA approaelransmit any data, two transmissions are executed, one

DS-UWB Low Band
(K = 200)

0.8

Os



and no synchronous clocks. For the hierarchical cluster-based
network structure, local time synchronization is achieved by
referencing to the clock of a clusterhead while global cali-
bration can be achieved by (relatively sparse) communication
between clusterheads.

The analytical portions of the paper presume that only the

: 4 VA, -

: NS |

;\\ %'7#@ d = S LOS path exists and future plans involve generalizing the
method to allow for multipath channels, to consider certain

Fig. 4. Clusters are formed in a random network of 100 sensorsRyith=  failure scenarios, and to explore the influence of time syn-
0.175 (left); the connectivity of the network (right). chronization problem on the network operation.
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