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Abstract

A fundamental problem when locating sensors in a network is to estimate the distance between pairs of sensors.
This paper considers a variety of time-of-arrival and phase-shift approaches that use bidirectional signalling to bypass
the need for accurate synchronous clocking. The measurement techniques are simulated and analyzed to assess the
accuracy of the distance estimation. The analysis demonstrates trade-offs between the accuracy of the oscillators, the

accuracy of the subsequent distance estimation, and the complexity of the methods.

EDICS: SEN-COLB Collaborative Signal Processing; SPC-DETC Detection, Estimation, and Demodulation.

1 Introduction

Sensor location estimation is required in many sensor network applications [1]-[5]. Due to the low power, lower
cost, and simple configuration requirements of wireless sensor networks, GPS devices, accurate synchronous clocks,
and the installation of a base station may be precluded. However, when all sensors can measure the range to their
neighbors, accurate relative location estimates are possible [6]-[13].

This paper investigates two methods for distance measurement using bidirectional communications: (1) Distance

Estimation via Asynchronous Clocks (DEVAC) and (2) Distance Estimation via Asynchronous Phase Shift (DEVAPS).
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The DEVAC method operates analogously to a pulsed radar in which a signal is bounced from the target and the
distance is determined by how long it takes the signal to return. Since sensors are typically small and operate with
low power; the signal cannot bounce from the receiver. Instead, the target sensor receives the transmission and sends a
reply that acts analogously to the return of the radar. The DEVAPS method operates analogously to a continuous wave
radar in which a sinusoidal signal is bounced from the target. In this case, the distance is determined by the phase
shift between the signal and its rebound. Though the individual distance measurements are ambiguous, the ambiguity
can be resolved by repeating the procedure with different wavelength carriers. Thus the sensors operate cooperatively
(bidirectionally) in order to synthesize a signal that acts like the reflection in a radar system.

In order to understand the behavior of the network, it is also necessary to measure the accuracy of the estimation
[14]-[16]. This paper presents an estimation-theoretic analysis of the proposed measurement mechanisms to assess
the achievable estimation accuracy. Specifically, quantitative expressions are provided to demonstrate the operation of
the DEVAC method, and the Cramer-Rao Bound on phase and frequency accuracy are computed to show the limits of
performance with the DEVAPS method.

The analytical portions of this paper assume that only the line-of-sight (LOS) path exists. However, in real radio
channels, there may exist multiple transmission paths between the sensors. In order to investigate the effect of this
multipath interference on the distance estimations, the performance is evaluated in two multipath environments as
detailed in Section 6.2.

The rest of the paper is organized as follows: Section 2 provides a brief literature review on range-measurement
techniques. Section 3 describes and analyzes the DEVAC method using bidirectional communication between sensors
to establish time stamps that correctly adjust for asynchronies in the clocks. Section 4 presents the DEVAPS method
which measures the time indirectly using the phase of a carrier signal; an analysis of the estimated phase error using
either a ML estimator or a phase-locked loop is derived to examine the accuracy of the distance estimation. Section 5
explores the trade-offs of the distance measurement using the DEVAC and DEVAPS methods given the same energy
consumption. Section 6 provides an overall comparison and investigates the behaviors of the different methods using
signals in several frequency bands. The performance is presented via simulations and numerical examples considering
measurement errors from several sources such as timing resolution, processing delay, and clock calibration in the
DEVAC method and phase and frequency estimation accuracy in the DEVAPS method. The simulations verify the
approximate Gaussian distributions of the range measurements using DEVAC and DEVAPS methods and examine

the multipath contributions to the performance of the respective methods. The final section concludes and discusses



variations of the proposed ranging techniques.

2 Related Work

The distances between pairs of transceivers in a sensor network may be determined by using time of arrival (TOA),
angle of arrival (AOA), or received signal strength (RSS) measurements of signals with RF-based [17]-[19],[29],[30],
[32]-[34], acoustic [20],[21],[31], or ultra-wideband [22]-[24] techniques. Overviews of techniques for ranging can
be found in [25] and [26].

Many methods of distance measurement use one-way communication to estimate distances between pairs of sen-
sors that typically require time synchronization or accurately characterized path loss models. Time-of-arrival tech-
niques often require that the transmitter and receiver are synchronized in time; the transmitter places a time stamp
on the transmission and sends that to the receiver which can then estimate the distance [27]. The range estimation
technique in [21] does not need to maintain accurate clocks, but it does require a post synchronization stage [28] to
achieve calibration and reduce estimation errors. In [19], the distance is estimated by measuring the received signal
strength. Though received signal strength methods tend to give biased answers, the sensor can utilize channel models
to optimize the overall system performance and the method can reduce the average range error significantly. [29]
proposes the radio interferometric positioning system (RIPS), which exploits interfering radio waves emitted from two
locations at slightly different frequencies and uses the relative phase offset of the signal at the receivers to obtain the
necessary ranging information for localization. However, an external synchronization strategy is necessary to align the
start of the transmission and reception at multiple sensors.

On the other hand, bidirectional communication ranging [30]-[34] provides an opportunity to invoke a calibration
step (e.g. timing calibration) and employ techniques to adjust the variations in transceiver characteristics (e.g. correct
latencies induced by system components) within the estimation procedures. That s, pairs of sensors can determine dis-
tances through bidirectional communication and information sharing to improve ranging accuracy in a low-precision
environment without synchronous clocking. A spread spectrum method for direct sequence ranging systems using
two-way measurements is given in [30]. This operates by counting the number of chips offset between the local and
received code sequences. This limits the range resolution to a chip period and a distance measurement is accurate
to within a time span of 1/2 chip, which means the higher chip rate (i.e. the higher timing resolution), the higher

range-measurement accuracy. [33] uses a handshaking protocol to measure the round-trip travel time (RTT). When



wishing to update its position, a sensor transmits a direct-sequence request-to-send (RTS) waveform. Neighboring
sensors which hear the RTS respond simultaneously with acknowledgement (ACK) direct-sequence waveforms. Then
the initialing sensor estimates the TOAs of all signals from neighboring sensors to measure the distances. How-
ever, the performance may be limited by multiple access interference (MAI) in CDMA systems. In order to solve
the MAI problem, [34] presents channel estimation and distributed algorithms for localization in a wireless ad hoc
network. A direct-sequence CDMA-based handshaking protocol and the generalized successive interference cancel-
lation/matching pursuits (GSIC/MP) algorithm are used to obtain RTT and AOA measurements for the geolocation

problem in the multiuser environment.

3 Direct Distance Estimation

The most straightforward method of estimating the distance between sensors directly measures the time required for
a signal to propagate between the sensors. For low-powered sensors where the communication range is limited to a
few hundred meters, the distance must be estimated to sub-meter accuracy. When transmitting with electromagnetic
signals, one meter of distance corresponds to a time delay of approxirBatelyThis requires extremely accurate

clocks that are precisely synchronized. Such clocks may be more expensive than desired in the network application.

3.1 Distance Estimation via Asynchronous Clocks (DEVAC)

The DEVAC method helps to alleviate the need for highly accurate synchronous clocking. Suppose that sensors A and
B are equipped with clocks (oscillators) that are assumed to be asynchronous in both frequency and phase. Denote
t¢ andt} as the time stamps in sensors A and B, respectively;lendt’,, be the delay time in sensors A and B,

respectivelyt,; is the signal propagation time. The estimation proceeds as shown in Figure 1:

a. Sensor A transmits a message containing the tfjr{ehe time indicated on its clock at the start of the transmis-

sion).
b. Sensor B receives the first message at tifn@vhich ist,; seconds after it is transmitted).

c. Sensor A transmits a second message containing thetfirtibe time indicated on its clock at the start of the

second transmission).

d. Sensor B receives the second message at#jrhich is alsot,;, seconds after it is transmitted).



e. Sensor B calibrates its clock to A's using the differenties 2 (which is known from A's message) amgl— t5

(the arrival times).

f. Some timet,., later, sensor B transmits the ting, = = - tflel that has elapsed since reception of A's message

along with the time stamg; (the time on B’s clock when it transmits). These times are adjusted (if necessary)

4=
th—t5

using the scale factar =

g. Sensor A receives the reply when its clock regdsThe transmission timg,;, can be calculated as

5 — 1 — ther
5 .

tab -

Though this method shows that time delay estimation is possible without synchronous clocking, it suffers from the

drawback that the clocks must be very accurate, able to measure time differences in the nanosecond range.

3.2 Analysis of the DEVAC Method

This section analyzes the accuracy of the distance measurement as a function of the accuracy of the clock by deriving
an approximate distribution for the estimation based on the DEVAC method of Figure 1. The random VAriable
represents the sensor estimate of the trabusTy, is an estimate of the true tintg, andT} is the estimate of the

time ¢¢ as measured by the clock of sensor A. The estimated transmission time is

I3 — TG, — 17

Since sensor B calibrates its clock to A's using time differences,
Tgel =7 Tgeh (2)
where
Tior = T4 = T5, &)
Ta _Ta
Z="—0 (4)
T3 - T2

is a scale factor that represents how much faster or slower clock A moves than clock B.
For the purpose of analysis, assume that all measurerﬂﬂgrmﬂde are independent normal random variables

with the same variance?® caused by the measurement error in the clock:

T¢ ~ N(t¢,0%) fori=0,1,5. (5)



b b2 :
T} ~ N(t;,0%) forj=234. (6)

This normality assumption is justified in [27] when the clock skew is small.
Hence the random variablg is the ratio of two normal random variables. As shown in [35] and [36], under

reasonable conditions on the distributiofsis well approximated by

ZNN(MZaO-%) (7)
with
M1
hz = —
H2
and

whereyu; = t¢ — t& anduy = t§ — t5. For this Gaussian approximation to holg, must be biased away from zero
and the ratiqu» /o> must be large. These are reasonable assumptions in the sensor communication application.
From (2) and (7)1$., can be viewed as the product of two normal random variables. Since the measurement errors

are small, [37] shows that the distribution’tf,; can be sensibly approximated by
TL(ilel ~ N (:uztlo;lel? 2/’[’2ZO'2 + tZGZQO'%) (8)

whenuz/oz andpgy /or arelarge, which is a reasonable assumption in this case.

Using the above analysis and referring to (1), the distributidh,gfis

Tav ~ N (p1.,,07,,) 9)

where
1 a b a
P, = 5@5 — pztger — t7)
and
2 1 2\ 2 b 2 2
0T = 7 [(2 +2uz)0" +tge 07| -
Note that the mean of random varialllg, is the true value of the transmission time between sensors A and B and

the variance off,;, depends on the variance of the timing measureménthe characteristic of the clock-adjustment

factor (4), and the time delay, ;.



Finally, the distribution of the distance measurempt is given by
Duy ~ N (cpir,, . 0%, (10)

since the transmission distance is the product of the transmission sga®tthe transmission time. Observe that
the mean of random variable,, is the true value of the distance, showing that the estimator is unbiased. Numerical
results are presented in Section 6.1.

Results from [38]-[40] relate the accuracy of synchronous distance estimates to the signal-to-noise ratio (SNR) and
the effective bandwidth of the signal. The expression in (10) is the added inaccuracy due to the asynchronous clocking
mechanism. Equation (10) shows the distribution of the distance estimates when using a single transmitted pulse. One
way to increase the clock accuracy is to ésdifferent estimates. If they are independent, the resulting estimation is

then

~ Czd%ab
Dab ~ N CUT,y» k . (11)

4 Using Phase Shift to Measure Distance

Though the DEVAC method does not require synchronous clocks, it does require highly precise time stamps. The
following methods, Distance Estimation via Asynchronous Phase Shift 1 and 2 (DEVAPS1 and DEVAPS2), relax this

by using the phase of a carrier signal in a bidirectional communication aimed at estimating the distance.

4.1 Distance Estimation via Asynchronous Phase Shift (DEVAPS)

Suppose that sensors A and B are equipped with transmitters that operate at the same nominal carrier frequency.
Suppose also that they contain a method of determining the phase difference between the carrier of the received signal
and the internal reference oscillator. For example, this may be a phase-locked loop [41] or a Costas loop [42], or it
may be some more complex system (e.g. maximum likelihood, ML) capable of estimating the phase and frequency
offsets [43]. In the case of a software-defined radio [44], the speed of estimation may be traded-off against the required
computations. There is also a power trade-off since faster estimation means that the signal may be transmitted for a
shorter time.
The time delay estimation procedure of the DEVAPS1 method is shown diagrammatically in Figure 2, where time

is designated in terms of the phase of the carrier signal. This method does not require that the oscillators at sensors



A and B have exactly the same frequency. The heart of the method is that sensor B can modify the frequency of its
carrier (and use this modified frequency for subsequent transmission) to match the actual fr¢qufgheyoscillator

at sensor A. On the other hand, the best B can do is to estifndtry errors in this estimation will cause errors in the
ultimate estimate of ;. For example, the error that will accrue in the phase over thetjm€i.e., the time after the
reception from A ceases and before the transmission from B begins) is directly proportional to the number of cycles
in ¢, times the error in frequency. It is important, therefore, to keep this time short.

This method can only estimate the phase difference up to a multi@ie.ofhis results in an ambiguous distance
measurementt,; + nA wherec is the speed of signal propagationthe wavelength of the carrier wave, andan
arbitrary integer. For example, with a carrier frequerfcy: 100 MHz andc the speed of light, the wavelenghhis
about 3 meters. The sensors may be 10 meters apart, 13 meters ap@rt; dn for any integem. This is shown in
the top line of Figure 3.

The following methods can be used to remove the ambiguity from the distance estimates:

1. The procedure of Figure 2 can be repeated using a different carrier freqyignahere f and f, are not
commensurable (Two nonzero real numbeasidmare said to be commensurablejfm is a rational number.).
The distance can then be estimated by combining the two measurements into a single (relatively) unambiguous
estimate of the distance. This is shown in Figure 3, where the arrow points to the region where the distance most

likely lies. Observe that lower frequencies, which have longer wavelengths, may be preferred.

2. The received signal strength can be used to obtain a rough estimate of the distance, which can be used to

eliminate the bulk of the ambiguity. This is discussed further in Section 6.1.

3. Network information can be used to avoid ambiguity. For instance, estimations from multiple pairs of sensors

can be combined to give better estimates.

If the sensors are capable of transmitting and receiving at the same time (presumably on a different carrier fre-
guencyfs), then errors due to the phase drift durig can be eliminated. This “full-duplex” version of the DEVAPS

method, DEVAPSZ2, is shown in Figure 4.

a. Sensor A transmits a carrier signal at frequerfcycos(2x fit + ¢, ), whereg, is a known reference phase.

(Again, ¢, = 0 is the simplest choice.)

b. Sensor B receives the signal,@s (27 f1t + ¢q + 27 f1tap)-



c. Sensor B phase locks its local oscillator to the received signal or estimates thesphakef; t,;, and frequency
f1 of the received signal. (This may be done using a PLL, a Costas loop, a ML estimator, or any other appropriate

method.)

d. Sensor B generates a new carrieffathat is mode locked tg;. (This is feasible wherf, = > f; for small
integersn andm.) B then transmits a signal with carri¢s. The transmitted signal isos(27 fot + 7= (¢a +

27Tf1tab)).
e. Sensor A receives the signal@s (2 fot + 2 (dq + 27 fitas) + 27 fatas).

f. Sensor A uses a phase (and frequency) matching algorithm to measure the phase difference2whigttis +

27 fotap. Sincen,m, f1 and f, are known, sensor A can computg and hence the distande

The (second) carrier at frequengy must be simply related tf, so that B’s oscillator can lock to the receivéd
and easily generate a mode locked versioffi;ofThe mode locking of oscillators is discussed at length in [45].

As with the DEVAPS1 method, the DEVAPS2 method returns ambiguous estimates which must be disambiguated
using one of the strategies outlined above. The use of two mode-locked frequencies in the DEVAPS2 method is
very different from (and not a substitute for) the use of two incommensurable frequencies in the disambiguation
process. The primary advantage of the DEVAPS2 method is that it reduces the error in the frequency estimation to
(approximately) zero. Thus, it gives more accurate distance estimations. On the other hand, more complex circuitry is

required in the sensor since it must be capable of receiving and transmitting simultaneously.

4.2 Analysis of the DEVAPS2 Method Using a ML Estimator

There are several methods for estimating the frequency and phase of a sinusoidal signal observed in additive white
Gaussian noise. This analysis adopts an approximate maximum likelihood (ML) estimator as detailed below to de-
scribe the performance of the distance measurement using the DEVAPS2 method and assumes that the oscillator noise
is small. A discussion of the effects of oscillator noise may be found in [46]-[50].

The frequencyfy and phase of a sinusoidal signal embedded in white Gaussian noise can be estimated using the
data set

z[n] = coq2nfon + ¢) + win] n=0,1,2,...,N —1, 12)

where0 < fy < % fs, fs is the sampling frequency, aneln] ~ N(0,02). Denotingx = [z[0], z[1],...,z[N — 1"



andd = [fo, ¢|7, the likelihood function is

N-1
p(x]0) = (27;%)1;, exp —% z::o(:c[n] — cos(2mfon + ¢))?| . (13)

non

Thus, the maximum likelihood problem for estimatifhpecomes

N-1

minimize ) (x[n] — cos(2 fon + ¢))? (14)
n=0

subjectto  0< fy < %fs. (15)

In [51], an approximate ML estimator éfis given by

N—1 2

£ 1
foo = are N Z z[n] exp(—j2mfn) (16)
n=0
N-1 . R
Qg — arctan — levn_:lo x[n] sin 27Tf0n -
Y oo x[n]cos 2w fon
with
3
2 s 9
% = 7'r2ny(N2 _ 1) (18)
: 5 2@N-1)

wherey is the SNR {/202). For a large data set, the ML estimator is asymptotically efficient and optimal since it is
asymptotically unbiased and achieves the Cramer-Rao lower bound.

Assume that sensor A transmits a sinusoidal signs(2r f1t + ¢, ). Sensor B receives A's message embedded
in white Gaussian noise and applies a ML estimator to determine the frequency and phase of the receive signal,
andg,, wheregy, = ¢q, + 27 fitay + Ay and fi = f1 + Af1, whereAg, and A f; are estimation errors. On the
basis of this frequency estimatigi, sensor B generates a hnew frequey‘i/gy: %f] and transmit90s(27rfét + %éb)
to sensor A. After receiving the signal ass(2r f,t + %éb + 27 f,tas) With noise, sensor A applies a ML estimator

to match the phase and frequency. This yields
bas = — o+ 27 fotas + Do, (20)

whereA¢,, is the phase measurement error.

Using the DEVAPS2 method and assumifig= 0, the phase difference is
Pay = 2W%f1Tab + 27 foTup, (21)

10



whereTy,, is the estimate of transmission time. Hence,

Tab = g7 e (22)

[%EA Fitap + — Ay + A%} . (23)
m m
From the asymptotic normality theorem [52], the distributiorf of can be approximated by

Tub ~ N(pr,,,0%,.) (24)

with
BTy, = tab

and
9 1

242,
0Ty = 2
(4mf1)>yN(N +1)

m
22N — 1)(1+ (=)?) 4+ —2b _12¢,
(@N = D+ (0)) + 7 — 12t |

where is the SNR andN is the number of samples of the received signal. The varian€g,alepends on the carrier
frequencyf;, the SNR, the number of sampl@é of the received signal, the ratio/m, and the real transmission

time t,,. Note that the approximation in (24) using the asymptotic normality theorem assumes the best possible
performance of the frequency and phase estimator, which is an optimal characteriz&tign of

Thus, the distribution of the estimated distance ugingith wavelength)\; is
Dy, ~ N(cur,, + 1), 020%@) (25)
and the distribution of the estimated distance ugingith wavelength\, is
Dy, ~ N(cpr,, + 12, ?0F, ). (26)
The distance can then be estimated by combining the two measurements into a single (relatively unambiguous) esti-

mate of the distance. From (25) and (26), observe that for a large data set, this estimator is asymptotically unbiased.

4.3 Analysis of the Phase Error with a Phase-Locked Loop

This subsection analyzes the accuracy of distance measurement in the DEVAPS2 method using a phase-locked loop. A
block diagram of the device is shown in Figure 5. A transmitted oscillation is characterizédibiwt + 6 + 1, (¢)),
which is a pure sinusoid with constant frequengyinitial phased, and frequency fluctuation,.. (t). Thus, the input

signal may be represented by

11



Asin(wt + 0 + Py (t)) = Asin(wot + 0o(t) + e (t))
= Asin(wot + 604 (t)),
whereby(t) = (w — wo)t + 6, 01(t) = Oo(t) + Y1z (t), (w — wp) is the difference between the transmitter oscillator

frequencyw and the voltage control oscillator (VCO) frequengy, and..(t) is the frequency instabilities of the

transmitter oscillator [49]. The phase of the noisy VCO is

02(t) = Oueo(t) + Puco(t), (27)
where
d
%em(t) = Ke(t), (28)

e(t) is the VCO input voltage and,,.,(t) is the short-term instabilities of the VCO oscillator [49].

We define the total phase error byt) = 6,(t) — 62(¢), which is the instantaneous phase error of the VCO with
respect to the received signal. [53] shows that the steady-state phase-error distribution for the first-ord&rloep (
1) can be obtained by solving the Fokker-Planck equation in the regior< ¢ < 7 with appropriate boundary
conditions. Here the system analysis can be generalized considering the frequency instabilities of the transmitter

oscillator and VCO. The generalized result of the steady-state distribution is given by

¢
P(¢) = c1 exp(acos ¢+ Bo)[1 + co / exp(—acosx + fz) dx] (29)
with the boundary condition
P(r) = P(—m) (30)
and the normalizing condition
| P@ao=1. 31)
where
4A
a = m7 (32)
_ Adl
g et S0 (39
A'(/J(t) = ’L/)tw (t) - qLUCO (t) (34)



exp(—26m) — 1
ffﬂ exp(—acosx + fz)dx

(39)

Cy =

from the boundary condition (30), and thencan be obtained by means of (31).

For the general case (i.e. when the VCO quiescent frequency is not tuned to the frequency of the transmitted signal
or the difference in the frequency instabilities of the transmitter oscillator and the VCO is not negligible), (29), (31),
and (30) represent the entire steady-state phase-error probability density. In order to simplify the analysis, consider
the special case which assumes that the frequency offset between the transmitted signal and VC@ is-zegd (

and the frequency instabilities of the transmitted oscillation and VCO is very sma?uto ~ 0). Therefore,

_exp(acos¢)
P(¢)*W —T<¢o<T (36)
with variance
w2 & (-1, ()
7= g ) 37)

Whena is large ¢ > 4), the linear model without signal modulation can be used to approximate the variance of

phase error for the first-order loop with= w,. Hence, the variance of phase error is

No(AK/4) NoB 11
2 0 o 0L _ _ -
9T 42 T A T SNR o (38)

whereB;, = AK/4 is the defined loop bandwidth of the first-order filter anis the SNR.

Sensor A then uses a first-order PLL to measure the phase of the received signal and obtain the phase difference.
Following the procedures in the DEVAPS2 method and assuming that the frequency estimation error is negligible, the
phase difference is

a n n
Gl = E(Qﬂflfab + Agp) + ZWEfltab + Adq, (39)

whereA¢, and/A\ ¢, are the phase errors in sensor A and sensor B, respectively. Therefore, the estimate of transmis-

sion timeT,; yields

m_ (a)

Tab - m¢pLL (40)
- @Hﬁww%m (41)

When the SNR is large, (36) is very close to a Gaussian distribution. Hence, the distribufigp odn be
approximated by

Top ~ N(:UTam U%ab) (42)

13



with
n = ta,b

9 n? +m?

TTap = aldmnfi)?’

Therefore, the distribution of distance measurement can be described as in (25) and (26).

5 DEVAC vs. DEVAPS: the Trade-offs

Since multiple estimates using the DEVAC method consume the same energy as a single estimate using the DEVAPS

method, the accuracy of these two methods can be easily compared.

5.1 Energy Consumption

Assume the transmission path is symmetric and the radio dissipatesin the transmitter or receiver circuitry and
E,r, in the information processing.

Based on the estimation procedures in the DEVAC method, the radio expends:

_ (Tx) (Rx)
Epewme) = 3Eelec(DEVAC) + 3Eelec(DEVAC) + 2Epro(DEVAC) (43)
= 6Fcec(bEVAC) T 2Epr0(DEVAC) (44)
T R B
WhereEiljg(DEVAc) = Ef(zl;c)(DEVAC) = FEerecpevac) @aNd2E,,.,pevac) are consumed by the clock calibration and

propagation time calculation.

For the DEVAPS method, the radio expends:

_ (Tx) (Rx)
Epewmpy = 2Eelec(DEVAPS) + 2Eelec(DEVAPS) + 2Epro(DEVAPS) (45)
= 4FEcc(pEvaps) + 2E,0(DEVAPS), (46)

whereEélT;‘C)(DEVAPS) = Eé?e’g(DEVAPS) = Eejec(pEVAPS) aNA2E,,.,pEvaPs) are consumed by a PLL or MLE to abstract
the phase and frequency information.

Since computation is much cheaper than communication, we have

Eproevac) = i+ Eejec(pEVAC) (47)

Eyromevapsy = J Eelec(DEVAPS) (48)

14



wherei and; are ratios of the processing energy consumption to the energy consumption for running the circuitry in
respective methods atid< i, j < 1.
For a given energy and from (43) and (45), the relationship betdegn pevac) With k estimates and,;..pevaps)

with a single estimate is

4+ 2j
Eeiec(DEVAC) = ©+2)k * Eelec(DEVAPS) s (49)
which implies
442
SNRpevac) = 6+ 20k SNRpewAPS); (50)

where the SNRs represent the signal-to-noise ratios for the respective methods. Therefore, in order to achieve an

acceptable SNRy, the threshold of the number of estimatein the DEVAC method is given by

(4+2j) SNRpewps
(6 + 21) n '

k< (51)

5.2 Estimation Accuracy

For the DEVAC method, the fundamental limitation on the accuracy of the estimates is related to the form of the signal
and the clock, including the signal bandwidth, the signal-to-noise ratio (SNR), and the timing calibration. Assume
that the random range error and range bias error from propagation conditions are small and negligible. The range-
measurement accuracy may be characterized by the measurement grgiven by the root-sum-square of the error
components.

1/2
OR = (O’% + CT(%lock) ) (52)
whereog is the SNR-dependent random range measurement error, which is

c

28.v/2SNR’

wheres, is the effective bandwidth of the signal [40], and,.x is the clock-dependent random range measurement

(53)

o5 =

error, which iscop,, .

With the finite energy constraint and referring to (50), the range-measurement accuracy of the DEVAC method

15



usingk independent estimates is

. = 1/2
Ug%) = %(O’AQS + Uzlock:):| (54)
1 2 5 1/2
_[1 55
Lk (8533NR(DEVAC) e UT‘”)} (55)
- 1/2
_ (6 + 2i)c? N cog, (56)
| 862(4 + 2j)SNR(pEVAPS) k ’

where(0 < 4,57 < 1. Observe that if the signal bandwidth remains the same for all measurements using the DE-
VAC method, then the global SNR-dependent random range measurement error of the DEVAC method with multiple
measurements does not decrease due to the averaging (i.e. a scale/faétpand a lower SNR (i.e. a larger corre-
sponding erron/k - o5). This means the s with one estimate applying the finite total energy is identical tocthe

with the energy constraint and multiple estimates. However, the clock-dependent random range measurement error
can be reduced by a scale factgr/k while using multiple measurements because of the averaging.

On the other hand, the estimation accuracy of the DEVAPS method with the ML estimator relies on the number of
samples of the received signal, the SNR, and the carrier frequencies of the signals. The range-measurement accuracy
using phase shift information is derived as in (25). The above demonstrates the trade-offs between the accuracy of
the distance estimation and the complexity of the circuitry needed for implementation. Therefore, depending on the
range-measurement accuracy, these key parameters in each method can be chosen to achieve desired performance. A

numerical example of this analysis is illustrated in Section 6.1.

6 Performance Evaluation

This section demonstrates the performance of the various distance measurement methods. Assume that the propagation
time ist,, = 10~7s (i.e. the true distance &= 30 m) and with SNR = 3 dB for all distance measurement settings.
Note that these settings may represent a reasonable transmission range for many wireless sensor applications as in the

emerging ZigBee standard [54].

6.1 Numerical Results

The first set of numerical results evaluates the critical timing paramé}tamjt? in the DEVAC method to determine

the required level of timing resolution (i.e. the standard deviation of the time measureméigure 6 (left) shows
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the typical performances of time and distance measurement using (10) with the parameters detailed in the caption and
the clocks providing a resolution of 1 ns and 100 ns, respectively. Figure 6(a) and 6(b) show the distance as estimated
by a single pulse. As expected, a distance measurement with a higher timing resolution has a smaller measurement
variance. However, combining the estimate4 gfulses allows the less accurate clocking to achieve similar accuracy

to the faster clocks. For example, with the parameters as in Figure 6, it would require 10000 pulses for the 100 ns
clock to achieve the same estimation accuracy as the 1 ns clock. The DEVAC method illustrates the importance of
timing resolution for accurate distance estimation. The drawback is that a clock with high timing accuracy may be
expensive.

The second set of numerical results examines the performance of the DEVAPS2 method using phase information.
Given a carrier frequency;, a mode-locked frequencfy(= - f1), and with other parameters as before, Figure 6
(right) shows the performance of the distance measurement using a ML estimatdf sathples of the received signal
based on (25) and (26). The larger the data set, the smaller the measurement variance. Observe that the performance of
the distance measurement with= 50 samples is comparable to the measurement Witlk 500 samples, even for
low SNR. ThusN = 50 samples may be sufficient for the asymptotic properties to apply. In order to distinguish the
ambiguous estimates, Figure 6 also shows the disambiguation scheme in the DEVAPS2 method using two appropriate
transmitted frequencieg’( = 50 MHz and f, = % f1). In this case, the correct answer is around 30 meters.

Instead of using a ML estimator, a phase-locked loop may be used to estimate the phase and frequency offsets.
The performance of a PLL is compared to that of a ML estimator based on (24) and (42) assuming that the frequency
offset A f is negligible and the SNR is large. As shown in Figure 7 (left), the variance of the phase error in the PLL
is larger than that of an asymptotically optimal ML estimator given a high SNR (SNR = 10 dB). Note that though the
ML estimator has better performance, the computational complexity of the ML estimator may limit its applicability.

The third set of numerical results depicts the trade-offs between the DEVAC and DEVAPS methods by the analysis
derived in Section 5. Assume the transmitted waveform of the DEVAC method is a simple rectangular pulse with a

zero phase characteristic.

alt) = rect (;) , (57)

p

wheret,, is the pulse width. Thus, the effective bandwidthis
Be = . (58)
Given the parameters detailed in the caption, Figure 8 shows the range-measurement accuracy of each method
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based on the same energy consumption. Observe that the distance measurement is refined and the clock skew problem
is alleviated by multiple estimates such that the performance of the DEVAC method is competitive with that of the DE-
VAPS method. However, equation (52) for estimation errors in the DEVAC method are derived using the assumption
of large SNR, which means there may exist a threshold for the number of estitnai#s finite energy constraint;
otherwise, equation (54) may result in a poor approximation for estimation error due to small SNR in each estimate.
The fourth set of numerical results examines the performance of the distance measurement using both the received
power method and the DEVAPS1 method. In this paper, the free space propagation model is used to predict received
signal strength when there exists a line-of-sight path between the transmitter and receiver.

Let the received power in sensor B be:

KP,,
PTT = )

(59)

whereD is the estimated distancg,. is the transmitted powef is a constant related to the transmitter and receiver
antenna gains, the system loss factor and the radio wavelengtla, @snithe attenuation exponent. Due to the log-

normal shadowing effects [55],[56], the power measurenigpis a log-normal random variable

fPrm ~ N(Prd« (dB)’ Uih)v (60)

with P,..(dB) = P,,(dB) — 10 log;,(d), whereP,..(dB) and P, (dB) are the decibel values of the mean received
power and the mean transmitted power in sensaf B,the true distance between sensors A and B,&fds the
variance of the log-normal shadowing.

From (59), the estimated distanfecan be expressed by

Pty (dB) — Prgp (dB)+101logyg K

D =10 (61)
and the distribution oD is
dP,,(dB)
o = 2Bl @)
10 (P.(dB) — 10alog;y D + 10log, K — P, (dB))”
——exp | — 5 (63)
V27D 1n 100, 205,

Figure 7 (right) shows the performance of the DEVAPS1 method and the distribution in (63) for a single noisy

measurement given the true distante= 30 meters,P;,(dB) = 2, P,,(dB) = —26.53, K = 1, a = 2, and
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02, (dB)/a = 2 [14]. Note that the distributions are peaked away from the true values. Due to the received power
scaling, the addition of noise and the shadowing effects cause the estimate to be biased low. In practice, the receiver
noise may be large compared with the signal, and so the usefulness of the power method alone is doubtful. However,
the power method may be useful as a means of disambiguating the phase measurements for the DEVAPS methods. In
certain cases, the 2-ray ground reflection model [57] may be a useful propagation model considering both the direct
path and a ground reflection path between the transmitter and receiver. The performance of the power method applied
to the 2-ray ground reflection model is presented and discussed in [58].

The final set of numerical results examines the performance of the distance measurement using phase information
in different frequency bands (Figure 9). The purpose of this comparison is to find an appropriate frequency range
for DEVAPS1 and DEVAPS2. Consider the following frequency bands for ranging applications [59],[60]: (a) Audio
ranging systems: 50 Hz 20 KHz; (b) Ultrasound ranging systems: 20 KHz200 KHz; (c) VHF: 30 MHz~ 300
MHz; (d) Mobile radio systems: 890 960 MHz and 1.8%- 1.99 GHz. Notice that the ranging estimation using the
DEVAPS1 and DEVAPS2 methods may have a large estimation variance while operating in the frequency bands for
acoustic ranging systems (Figures 9(a) and 9(b)). On the other hand, when the DEVAPS1 and DEVAPS2 methods
are applied in the frequency band for mobile radio systems (Figure 9(d)), it would be difficult to distinguish the best
possible distance estimation because of the phase uncertainty and the very short wavelength. Thus, as shown in Figure
9(c), the VHF frequency band may be a good operating frequency range for distance measurement methods using

phase shift information.

6.2 Multipath Effects

Figure 10 illustrates the validation of the approximate Gaussian distributions via simulations. For the DEVAC method,
the SNR-dependent random range measurement egrds assumed to be negligible (i.e the SNRis large). Therefore,

the clock-dependent random range measurement egiQ;, is investigated. For the DEVAPS method, a PLL is used

to estimate the phase and frequency offsets. Observe that if there are no other transmission paths besides the LOS path,
the theoretical results provide good approximations for the estimated distances. In order to investigate the contributions
of multipath to the distance estimations, the following two cases are examined. Note that the channel model is assumed
to be a time-invariant 2-ray ground reflection model [57] considering the LOS path with the attenuation faaotdr

time delayr; and a ground reflection path with the attenuation fagtaand time delay-. Assume that the time delay

between two paths i&T = 75 — 7, = 36.5 ns.
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Suppose that the LOS path is the dominant path. Given the parameters of the channel propagation model, Figure
11 shows that the DEVAC method works fine in this environment, but the DEVAPS method using a PLL gives biased
estimations due to the corrupted phase measurements caused by multipath effects.

On the other hand, when the LOS path is significantly attenuated. Figure 11 shows that both methods give biased
estimates. These two experiments show that the DEVAC method remains unbiased even with modest multipath while
the DEVAPS method returns biased distance estimates when there is multipath interference. Therefore, compared
with the DEVAPS method, the DEVAC method may be a better choice for the ranging problem in an environment with

modest multipath interference.

7 Conclusion

This paper uses bidirectional signalling to bypass the need for accurate synchronous clocking and provides a detailed
mechanism and analysis for practical round-trip time-delay range measurements. In the DEVAC method, an algorithm

is proposed to estimate the frequency offset and propagation time, which is critical to accurate distance estimation.

In the DEVAPS method, several techniques are presented to remove ambiguity in distance measurements by using
different frequencies. Proper setup for the ranging problems using the DEVAC and DEVAPS methods is presented and
the measurement techniques are simulated and analyzed to assess the accuracy of the distance estimation. Depending
on the measurement accuracy, then the parameters in each technique can be determined to achieve desired performance

There are several ways this work can be generalized. The DEVAPS methods require phase locking and estimating
the phase at the carrier frequencies. Many practical wireless systems, however, perform the bulk of their signal
processing at aimtermediate frequencflF) which is generated by mixing the received signal with a local oscillator.

This ranging problem using IF signals can be solved by modifying the DEVAPS method as detailed in [58].

This paper assumes that there only exists a LOS transmission path between the sensors. In many applications
it may be necessary to account for multipath interference in the transmission path. The simulations imply that the
DEVAC method remains unbiased with a modest amount of multipath interference and the DEVAPS method becomes
biased due to the corrupted phase measurements in multipath environments. The impact of multipath interference on
the system performance is investigated further in [58] which considers bi-directional communication utilizing channel

estimation and Tomlinson-Harashima (TH) precoding [61] for distance measurement in static multipath channels.
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Figure 6: The distribution of distance measurement using the DEVAC Method with a timing resolution of a3 100
and (b) Ins: tq, = 1077, ¢4 = 3,4 = 2,¢4 = 1.25,¢ = 0.75, andtg = 0.25 (left). The relative pdf of the distance
measurement using the DEVAPS2 Method with a ML estimator applied to two different data record Iéhgths)

(larger variance) and’ = 500 (smaller variance) to estimate the phase at the transmission frequerfey=(6p MHz

and (d)f2 = & fi.
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Figure 7. A comparison of the distance measurement using the DEVAPS2 Method with a ML estimator and a PLL
(left). The right hand figures show the performance of distance measurement using both the DEVAPS1 method and

the power method.
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The DEVAC v.s. DEVAPS: the trade-offs
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DEVAPS method with a MLE and the pulse width= 10 ns, the clock timing accuraay = 10 ns, andi = 0.1 for
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Figure 9: The figures show the relative pdf of the distance measurement using phase information with a ML estimator

applying a data record lengtii = 50 to estimate the distance at different frequency bands. The right bottom figure

(d) shows an ambiguous distance measuremgptt- A with —10 <[ < 10.
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DEVAC and DEVAPS: Theoretical and Simulation Results
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Figure 10: The theoretical and simulation results (1000 typical runs) using the DEVAC method with a timing resolution

of 1nsity, = 1077,t5 = 3,48 = 2,t5 = 1.25,¢¢ = 0.75, andt2 = 0.25 and the relative pdf of the range measurement

using the DEVAPS method with a PLL (SNR = 10 dB) to estimate the phase at the transmission frefjuerky

MHz and f> = 2 f1. The clock skew and channel noise are assumed to be normal random variables with zero means

and the standard deviatiol8~° and10~2, respectively.
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Figure 11: The figures show the relative pdf of the distance measurement in multipath environments via simulations.

Case 1 (Dominated by the LOS path); = 0.8,a2 = 0.2, 71 = 0, and» = 36.5 ns; Case 2 (Dominated by the

ground reflection path):; = 0.2,a2 = 0.8, 77 = 0, andr, = 36.5 ns.
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